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Abstract— In this paper, we report the results of our in- 1)
vestigation of the characteristics of in-text causal relations. a oo-u oo-u bod o-o ooo-od
First, we designed causal relation tags. With our designed heavy rainNom fall-PAST because riverom risePAST
tag set, three annotators annotated 750 newspaper articles. b. O0-0 noo 0-0 0o0-00
. . . heavy rainNoOMm fall-PAST river-NOM risePAST
Then, using the annotated corpus, we investigated the
c. 0O-O 0-o ooo-oo

causal relation instances from three viewpoints: (1) cue
phrase markers, (2) part-of-speech information, and (3) heavy rain-because of  riverom rise-PAST

position in sentences. Our quantitative study shows that In this paper, we will report the details of the design
causal relation instances are represented in the severalof our causal relation tags. We will then describe the
types of linguistic expressions. annotation workflow. Using the annotated corpus, we
will then discuss the results for the analysis of char-

o _acteristics of in-text causal relations. Hereafter, through
For many applications of natural language techniqugsnis paper, we denote the former (cause) part of event

such as question-answering systems and dialogue sys;, and the latter (effect) part of event ag wheree;
tems, it is one central issue to acquire knowledge aboyfy ¢, are held in causal relation.

causal relations. In recent researches, some automatic

acquisition methods for causal knowledge have been pro- |l. ANNOTATED INFORMATION FOR CAUSAL
posedd ex. [2], [3], [7]C They have used as knowledge RELATIONS

resources a large amount of electric text documengs: Causal relation tags

newspaper art;::_:es 2nd Web_ F‘?C“me”f-d h b We used three tagbkead, mod, and causalrel to
) However, while the ach|S|t|_orj mgt 0ds have e‘?@present the basic causal relation information. We re-
improved by some researches, it is still unclear about tBﬁrd an event as consisting of a head element and some
characteristics of presence of in-text causal relations: We jiiars The taghead andmod are used to represent
have_ no empirical St_UdY about what amo%‘”t of causé'—h]‘ event which forms one part of the two events held in
relation instances exist in text and where in text Caus@a\usal relation. The tagausalrel is used to represent a
relatlon Instances te,nd, to appear. , causal relation between two annotated events.

In this research, aiming to resolve the above issues, Wq:igure 1 shows an example of attaching causal rela-
created a corpus annotated with causal relation informgas,, information to the sentence (2a), in which a causal

tion which is useful for investigating how many causgly|ation is held between two events indicated (2b) and
relation instances are present and where these insta

are present in the text. Given some Japanese newspape['z)
articles, we added several types of causal relation tags a. ooooDo0D-000 OO0O0-O
to the text segmenistypically words’, and  farfrom  sightseexom

Causal relation instances appear in several different Ho-goon Jooo

. Golden week holidays come increase

ways. Some appear with a clause marked by cue phrase y, . -gpoooo
markers as in (1a). Some have no explicit cues for causal Golden week holidays come.
relation (1b). Some others are marked by a noun phrase c. e;=000000000000

(1c). The sightseers from far increase.

. INTRODUCTION
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¢ —— —— Dadvl De, [ O00000O0DODODOO
mod2 mod2 mod1 head1 head2
\/ [ e, 0 Oadvd happened as a result of
causal_rel the fact thafl e; 0 happened]

Fig. 1. An example of attaching the causal relation information Oadvl :0 00000 “sibasibd. often

| 000 “taitel”, usuallyd
| O OO “tsuneni, alwayd]

The annotation process is executed as follows. First, K%
each sentence in the text is split to sommsetstphrase
chunks as shown in Figure 1. Thansetstphrase is one
of the fundamental units in Japanese, which consists of a
content wordl noun, verb, adjective, efd.accompanied  |n practice, a linguistic test is usually applied using
by some function words] particles, auxiliaries, et€. the following steps:

Second, for eachunsetstphrase, an annotator finds the 1) Preparing the templates.

segment which represents a head element of an eveny) £heqging the target expression in the slots of the
and he/she adds tHeeadtag to the segmentsee also template to form aandidatesentence

headlandheadzin Figure 11 If the event has any other 3) If the candidate sentence is syntactically and se-
elements in addition to head element, the annotator also mantically correct, the target expression is judged

addhs tt;]ern(()jd tlags to thejegmgntsdrepres_entmg mohdlflers to conform to the rules. If the candidate sentence
te?;meentesamzriZdV\tirtrr?arl\yart]ag:vvzh:zhlzlr?;vrs f;rﬁmon is incorrect, the target is judged non-conforming.
suffix number are constituents of the same event: that iS’Flgure 2 S_hOWS an example of Ilngwsyc ’Femplates for
the elements marked witheadlandmod1tags are con- causal relations. The square brackets indicate the slots
stituents ofe; and the elements marked witllead2and zéng g\emsymmlmadﬂmag\ﬂ IS rel_r') Iace?hby one of_four worqls
mod2tags are constituents ef. Finally, the annotator . Lo 0rg . Here, the wordp s quasi
adds thecausalrel tag between twdeadtags as link word |r_1troduced n orde_r to simplify the_explananon.
information which indicates that the corresponding tWEeplacng adl by ¢ is equal to deletingl adhd

events are held in a causal relation. rom the linguistic template. . N
When there are any cue phrase markers suchas * In this work, we prepared eighteen linguistic templates

O O becausg " in the sentence, the annotator also adfshown in Table .I' we emb?‘* the two sets of text seg-
. ments representing events in the slots of the templates to
the marker tag to their segments.

form candidate sentences. Then, if a candidate sentence
is correct, the causal relation is supposed to hold between
two events. If the candidate sentence is incorrect, this
To judge whether any two events represented in tdgimplate is rejected, and another template is tried. If
are held in causal relation or not, we conducted &l templates are rejected, then we resort to subjective
linguistic test using some linguistic templates. judgements. If an annotator recognizes a causal rela-
The linguistic test is a method for judging whethelion between two events by pure subjective judgements,
a target linguistic expression, normally a sentence og/she is allowed to annotate these text segments to
clause, conforms to a given set of rules. In our cases3@t information for further refining and improving the
target expression is a set of text segments representing'@§ent templates.
a whole an event which could be one of the arguments!n Japanese, three adverbs in the linguistic templates
in a causal relation. The rules are realized as Imgws-lActually, we eliminated all the tags annotated just by the sub-

tic templates which are linguistic expressions includingctive judgements from the evaluation described in Section V and
several slots. Section VI.

Fig. 2. An example of linguistic templates

B. Annotation criteria



TABLE |
THE LINGUISTIC TEMPLATES

OCoO~NOOUOD~MWNRQ

the linguistic templates
U0 0000000000000 000000add Oe(00000000O0OOODO
O 0000000000000D0D0D0O0O0adVOe(D 0000000000
D@ 0000000000000 DODODODOO0adVOe[D 0000000000
U@ 000000000000ad] OexMO000000OOOO
D@ 00000000000 Oad OeMO0000O0O0COOOO
U@ 00000000000 e[ 0000000 Dadvd OOOO
D, 00000000000 Dadd OexO00O0O0O0O0OODODO
U0 00000000000 Daddd OeI0O00OODODOOO
D@ 000000000000adv] OeM 0000000000
10 | De.O0000COCOCOOO0OO000O0ad] Oe;@O000oooooooono
11 | Oe.M000000O0OCOO0O0O0O0O0ad] Oe; 00000 oooooon
12 | 0000000000000 0adI Oe000O0O0O0OODODO
13| 0000000000000 0ad De[MO00000O0O0OODO
14 | DM 000000000 0ad Oe000O0O0O0OOODO
15| 0000000000 0add Oe00O0O0O0OOODODO
16 | 0eu[M 0000000000000 000ad] MeMO00O0O0OO0OOOOO
17 | XOOe @M OOODOOOODODODODODODOODOOODad] XOOe; @M OOOOoooooooo
18 | XU OOOOODODOD0O0O00D000O00Dad] XOOeMOOOOoOOooooQ

00000 “sibasibd, often], O O O “taitei”, usually(l O ex. tiredness- someone gets tirédl
and0 O O “tsuneni, alwayd] indicate a pragmatic CON- ~  Annotation ranges and preferences

straint on the necessity of the relationship between any . ) .
two events: that is, the relations indicated by these There are some pieces of previous work on analysis
words usually have a high degree of neccesity. wiff in-text causal relatlons_. However,_although cau_sal
this pragmatic constraint, we introduce an attribute to tfiglation instances appear in several different ways, just
causalrel tags about the degree of neccesity. For eaénfew forms have been treated in the previous studies,
of eighteen templates, if one judges the text segments'@dlnly treated verb phrase form with cue phrase markers
holding causal relation by using the template with or@Ch @s (1a) in Section I. In this work, to realize the
of three adverbs, thaecessityattribute value is added further analysis with wide coverage, we treated not only
to the relation instance. If one judges the text segmeff9Se mentioned in previous work but also those without
as holding causal relation by using the template with explicit cues for causal relatl_on as in (1b) , and those
the chanceattribute value is added. formed by noun phrases as in (1c) . .

If a head element of text segments representing an/d€ally, we should try to judge for tagging of causal
event is conjugated, it is replaced by its base form befdfgation tags over all any event pairs in text. However,

embedded to the slot. If a head element is represenl[teccieemS tha‘_[ the more the distance beth_a_en two ev_ents
by a noun phrasenpl] the following rewriting rules are represented in text, the smaller the probability of holding
also applied before embedded to the slot causal relation between them. Thus, in this work, we

set a constraint on the ranges of judgements; if both

Rewriting rules two events are represented in the same sentence or
—np->np+00 two sentences which are adjacent to each other, we try
Oex.00 - 0O00O00ODO judgements, if not, skip judgements. This constraint is

00 ex. blackout- a blackout happens applied only when tagging théeadtag. A modifier
-np-np+0-000 and its head element are sometimes located in different

Oex.00 0000000 sentences when anophora or ellipsis phenomenon occurs

0 ex. earthquake- an earthquake happéns in the text. In such cases, we taggadd tags to the text
—np-np+0-00 segments anywhere in the text.

Oex.00O 000000 In practice, it is observed that there are some complex

0 ex. heavy rain- it rains heavilyO behaviors with respect to causal relations. For example,
— nominalized verb- verb a former evente; has sometimes more than two latter

Oex.00 0000 relevant events, and the several causal relation instances



could be interconnected with each other. In this work, instances. The annotator finds text segments which
however, we consider only one-to-one event pairs, that represent causal relation instances from the docu-

is, the former event; has only one latter event, to fa- ment article, and then he/she adds causal relation
cilitate annotators’ judgements and to reduce annotation tags to their segments as described in Section Il
costs. To choose a#y - e; pair, we used the following The annotation process is executed efficiently using
two preference rules. an annotation interface. Using the interface, all
Annotation preference rules of annotators can add tags through only simple
1) prefer an event pair which is lied the nearest ~keyboard and mouse operations. _
position in the text, o After each qnnotator finished the annotapoq pro-
2) prefer an event pair which is held in a  €ess for a fixed number of document articlea
causal relation which has theecessityat- this work, 30 document articlels he/she moves
tribute value. to a modification process. In this process, first,
only the segments with causal relation tags are
1. DATA extracted from the documents, such as the in-

We selected as text for annotation Mainichi Shimbun stances in Table Il. Then, the same annotator who
newspaper articles from 1995 [6]. In particular, we used adds tags to the extracted segments, checks their
articles included on the social aspect domain. When extracted causal relation instances with attention.
adding our causal relation tags to the text, it is preferable When wrong tagged instances are found, they are
that each annotator can understand the whole contents corrected on the moment. After checking and cor-
of the articles. This requirement is related to the reason recting for all the extracted instances, the annotator
why we picked the social aspect domain articles. We moves back to the above-mentioned annotation pro-
consider that the contents of social aspect domain articles cess in order to annotate a new 30 document articles
are familiar to everybody and are easier for annotators set.
to understand than the contents of articles included on
politics, economy domain, etc.

Furthermore, in our previous examination, it is foun

In this work, three annotators have been employed.
Each annotator has added our designed causal relation

ags independently. Two annotators of the three are

that as the length of articles gets longer, it is gettir“% uists, and the last one is the author of this paper
hard to judge which segments represent causal relat ’ '
e denote each annotator under anonymityB and

instances. Because the text areas in which annOtatershereafter. Since it seems that the notion of causal

should ‘consider in order to annotate for any Caus"Elef\]IIation in itself strongly depends on human subijectivity,

. . I
relation instances are also long according to the len te have had much time for training before moving on

of articles. Therefore, we focus on social aspect doma}in : . L : . )
. . . 0 the main annotation work; including primary trials for
articles which consists of less than 10 sentences.

After all, we extracted 750 articles3912 sentences the designing of the causal relation t_ag set, we have spent
. . " actually two or three months on training.
for our annotation work with above conditions. o _
After three annotators finished annotating all 750
IV.  ANNOTATION WORKFLOW document articles, we ran an automatic post-processing.
After training phase for annotators, we spent appro)Vith this process, we intend to modify or delete some
imately one month to create a corpus annotated withstances which are tagged in a wrong manner. For
causal relation information. We call works accomplishegkample, we deleted the instances which hayeand
by a series of the annotation flomain work The flow e> but nocausalrel tag. Only the instances that passed
of the main work is as follows. the post-processing are evaluated in Section V and
The flow of main work Section VI.

o A document article is displayed to each annota- In some work on the corpus creation, the meta-
tor independently. The sentences in the documeanotator is sometimes employed and he/she checks and
article are automatically split tbunsetstphrases corrects the corpus which has been previously annotated.
by preprocessing. Some kinds of words such &s this work, however, we did not introduce the meta-
connective markers and verbs are highlighted snnotation process because our annotation criteria de-
draw annotators’ attention to the text segmenseribed in Section Il have a room of getting into some
which could represent elements in causal relatiGubjective aspects.




TABLE Il
EXAMPLES OF TAGGED INSTANCES

id mod1 headl mod2 head2
1 gooo-oo gogo RN
O school building-from | O tumble] O dead]
2 ogo-oo agooo oooo
O sixth floor-fromid | O tumbled O lie unconscious
3 o-gd (RN oooo
O river-tod | O tumbled O help oud
4 gpooo-oo (RN o-00-0o oo
O roof-fromd | O tumbled 0 headaccO O hitO
5 (RN o-00-o oo
0 tumble] 0 breastacclO 0 hitO
6 go-oo oo RN
O roof-fromO | O tumbleX 0 dead?
7 oo go-o RN
O beaf] O injury-accO O sufferd
8 ogooo-o oo ooo-o oo
O minivan-tdJ O crast] O bruiseaccO O sufferd
9 ogoog-g oogoo oo-o oag
O postal mattenomO O bursCl | O heavy injuryAccO O sufferd
10 ooo-o (RN oo-o oo
O handgun-witl O shootl | O heavy injuryAccO U sufferd
11 o-0 0bg-o (RN oo
O headpAT[ burn-accO | O sufferd 0 heavy injuny]
12 go-o oo gooo
O heavy injuryaAccO | O sufferd O take a sabbatical lealie
V. RESULTS TABLE I
THE TOTAL NUMBER OF TAGGED INSTANCES
A. Total number of tagged instances A 2014 (2.7)
. B 1587 (2.1)
Table Il shows some examples of tagged instances. C 1048 (L.4)

Table 11l shows the total number of tagged instances for
each annotator. The numbers within the round brackets
are average numbers of instances per document article. TABLE IV

In Table |||’ we see that the total numbers of tagged FREQUENCY DISTRIBUTION OF THE DEGREE OF NECESSITY

instances of the annotators are quite different. Although A [ necessity 1224
all annotators tagged under the same annotation criteria, chance 766
the annotatolA tagged to text segments twice as large no value 24
as the annotato€ did. This result suggests that recog- B | necessity 1094
nizing causal relations is strongly dependent on human chance 492
subjectivity. no value 1

Table IV shows the frequency distributions of the C | necessity 603
degree of necessity on causal relations. The relation chance 431
instances without attribute value are categorized as “no no value 14
value”.

In Table IV, we see that each annotator tagged ap-
proximately the same rate of instances for the degree of
necessity. In this work, approximately 60% of instancds INtér-annotator agreement
are judged as relation instances withcessityattribute We examined inter-annotator agreement. Here zlet
value. This result suggests that over 60% of relati@andy be causal relation instancesconsists ofe;, and
instances extracted from text are applicable to the stages, andy consists ofe;, andey,. e1, hashead, as its
of automatic causal knowledge acquisition. head element. Similarhhead,, head, andhead, are



TABLE V TABLE VI

INTER-ANNOTATOR AGREEMENT THE NUMBER OF INSTANCES WITHWITHOUT CUE PHRASE
A B C Smixed Sn Sc MARKERS
1 0 O 1222 632 535 with marker 219
0 1 O 602 487 255 without marker 480
0O 0 1 218 134 207
1 1 0 567 230 90 TABLE VI
g‘) (])- i ig; 135 ;g CUE PHRASE MARKERS MARKED BY ANNOTATORS
1 1 1 689 270 64 marker frequency
od (because) 120
0 (by) 35
oo (result of) 5
od (because) 5
the head elements corresponding respectively to events O (when) 5
€2z, €1, andeg,. Then, we regard two instancesand SD S’f‘;he“) 44
y as the same instance, whéead, and head, are o000 (fom) 4
located in the samdunsetstphrase andhead, and oo (from) 3
heag, are also located in the saniminsetstphrase. ooo (reason) 2
Using the above defined agreement measure, we counted E E E Eg#g:ft’)se) 22
the number of instances tagged by the different annota- (by) 2
tors ooo (in order to) 2
Table V shows the results. The symbol “1” in the left- g g . (g‘sorder to) g
hand side of Table V i_ndicates that the co_rre_sponding 0oo Ewh)en) 5
annotator tagged to an instance, and the “0” indicates not ¢ (but) 2
tagged. For example, the fourth roW110”0 indicates oboo bDoo bobo oog
: ; : 0000000 OO0 O OO0 1
the instances to which botA and B tagged butC did 000 0 000 000 oooo
not. D00 0000 000000

Let a set of all tagged instances denétg;..q, a set
of all tagged instances with theeccesityattribute value
Sy, and a set of all tagged instances with ttience
attribute values... the necessityattribute value. We examined the following

First, we focus on the relation instances in the stiree parts: (1) cue phrase markers, (2) the part-of-speech
Sy nized- The 1608] = 567 + 167 + 182 + 6890 instances of the head element, and (3) the position of the head
are tagged by more than two annotators, and the eggment.
instances are tagged by all three annotators. The 40% of
instances within a set of instances taggedbgre also A. Cue phrase markers
tagged byB or C. The 62% of instances fds are tagged  while annotating the document articles with our
by the other annotators. The 80% of instancesdare caysal relation tagshead mod and causalrel, the
also tagged by the other annotators. annotators also marked the cue phrase markers for causal

Next, we focus on the two different contrastive sets @g|ations with themarkertag at the same time. We

instancess, andS,. The ratio of the instances tagged bynhyestigated a proportion of instances attached with the
more than two annotators is small &. This becomes marker tag.

clear when comparing phenomenon betwegrandSe.  The result is shown in Table VI. Table VII shows
While the 270 instances tagged by all three annotatqf cue phrase markers actually marked by at least one
in S, only the 64 instances i§.. annotator.

It has been supposed that causal relation instances
are sometimes represented with no explicit cue phrase
To discuss some characteristics of causal relations,nrarket] see for example [I] We empirically confirmed
this chapter, we focus on the 692 @30 + 92 + 107 + the supposition. In our case, only 30% of our 699
270) instances marked by more than two annotators wiifistances have one of cue phrase markers shown in

VI. DISCUSSION



TABLE VI

DISTRIBUTION OF SYNTACTIC TYPES 400 e ®
» 350 e
vertE o 8 a0l  wlooooc
ver =
v . 365 412 S
P 00 adjective] S 250
[2]
0 verbal nour g 200
n 322 269 0
P 0 general noun 5 10
others 12 18 5 100 [
¥ 50y
0

Table VII, though this value can be dependent of the
data.

This result suggests that in order to develop knowl- Fig. 3. Absolute position of head elemefits; 0
edge acquisition methods for causal relations with high
coverage, we must deal with linguistic expressions with

no explicit cue phrase markers as well as those with cue 450 R
phrase markers. , 200 el
& 350
B. The part-of-speech of head element £ 300 :
S .
Next, we classified the events included in the 699 2z 250 | < o= & 0 57 =
instances into two categories: the verb phiagpll and 200 -\ . e2vpf —x—
. . c N a2 nD fo—oe—-
the noun phragenp To do this, we used morphological 3 150 {\/ :22\25’5 .
information of their head elements. If the part-of-speech & 100 e2npc O
. e . o ** [N
of a head is verb or adjective, the event is classified as 50 & S
a verb phrase. If the part-of-speech of a head is noun 0 — =

O including general noun and verbal nayrthe event is
classified as a noun phrase. We usdthSen5] to get
part-of-speech information.

The result is shown in Table VIII. The events clas-
sified as a verb phrase are major part. This matches
our intuition. However, the number of events classi-
fied as a noun phrase is comparable to the numide. We use€aboChal4] to get dependency structure
of events classified a verb phrase; 322 eventseof INformation betweerbunsetstphrases.
are represented as a noun phrase, and 269 events dfie results are shown in Figure 3 and Figure 4.
es are also represented as a noun phrase. This re§ig@ure 3 is the result for the head elementscof and
is quite suggestive. To promote the current methofidgure 4 is the result for the head elementsegf The
for knowledge acquisition to further stage, we shoul§tter “t" in Figure 3 and Figure 4 indicates frequency.
develop a knowledge acquisition framework applicab@m”arly' the letter “c” indicates cumulative frequency.

depth

Fig. 4. Absolute position of head elements,

both to the verb phrases and to the noun phrases. In Figure 4, the 198 head elements of the events
N represented as a verb phrase are located in the end of
C. The position of head element the sentences, namely depth0. The 190 of the 269

For eache; ande, included in the 699 instances, weevents represented as a noun phrase are located in depth
examined the positions of their head elements in thel. For events represented as either a verb phrase or a
sentences. noun phrase, over 80% of head elements of the events

We consider a dependency structure betwéen- are located within depth< 3. In Figure 3, similarly,
setsuphrases in the original sentences from which causater 80% of head elements of the events are located
relation instances are extracted. The dependency strwithin depth< 4. From these findings, we can suppose
ture forms a tree structure. THrinsetstphrase located that the most of the events are able to be found simply
in the end of the sentence is the root node of the trd®: searching théunsetstphrases located in the shallow
We focus on the depth of the head element from the rqmdsition at the phase of causal knowledge acquisition.



TABLE IX

tated corpus, we examined the causal relation instances
RELATIVE POSITION OF TWO HEAD ELEMENTS

from three viewpoints: (1) cue phrase markers, (2) the

el=e2 el<e2 part-of-speech of the head element, and (3) the position
d=1 259 15 of the head element.
intra =2 152 23 From our investigation, it became clear that causal
> 2 33 4 relation instances are represented in the several types of
no dep 72 linguistic expressions. Based on these findings, we plan
inter 141 to develop an automatic knowledge acquisition method

for causal relations.
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a. the head element ef, is an ancestor of the head
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b. the head element ef, is a descendant of the head Language Learning CoNLLT] 2003.

element ofe;. [5] Y. Matsumoto, A. Kitauchi, T. Yamashita, Y. Hirano, H. Mat-

“inter” indicates the case where two head elements suda and M. Asahara. Japanese Morphological Analyzer
appear in different sentences. ChaSen Users Manual version 20echnical Report NAIST-IS-

. ; . TR990123, Nara Institute of Science and Technology Technical
The most instancés259 instanceds are categorized Report, 1999.

into d = 1 on e;= e», that is, the head element ofl6] The Mainichi newspapersMainichi Shimbun CD-ROM version
¢ directly depends. On. .the head element eof This Psa DK.19T£2>5r}ijsawa. Automatic extraction of ‘commonsense’ inference
result matches our intuition. However, there are sevefal o5 from corpora. ItProc. of The 9th Annual Meeting of The
other cases. For example, 152 instances are categorizethssociation for Natural Language Processirgages 318-321,
into d = 2 on e;= e, 72 instances are categorized 20030in Japanese

into “no dep”, and 141 instances are categorized into

“inter”. If an instance is represented as the form that

a head element of; depends on a modifier af,, the

instance tends to be categorized idte- 2. Most of the

instances extracted from sentences including any parallel

relations are categorized into “no dep”. In this study, we

consider causal relation instances as binary relation. To

deal with instances categorized into “no dep” adequately,

we should extend our framework to the more complex

structure.
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