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Extracting Emotional Polarity of Words using Spin Model

Hiroya Takamura,† Takashi Inui† and Manabu Okumura†

We propose a method for extracting emotional polarities of words: desirable or undesirable.
Regarding emotional polarities as spins of electrons, we use the mean field approximation to
compute the approximate probability function of the system instead of the intractable actual
probability function. Given only two seed words “good” and “bad”, the proposed method
extracts 500 emotional polarities with about 75% precision.

1. Introduction

Identification of emotions (including opinions
and attitudes) in text is an important task
which has a variety of possible applications. For
example, we can efficiently collect opinions on
a new product from the internet, if opinions
in bulletin boards are automatically identified.
We will also be able to grasp people’s attitudes
in questionnaire, without actually reading all
the responds.

An important resource in realizing such iden-
tification tasks is a list of words with emo-
tional polarity: positive or negative (desirable
or undesirable). Frequent appearance of posi-
tive words in a document implies that the writer
of the document would have a positive attitude
on the topic. The goal of this paper is to pro-
pose a method for automatically creating such
a word list out of glosses (i.e., definition or ex-
planation sentences ) in a dictionary. For this
purpose, we use spin model, which is a model
for a set of electrons with spins. Just as each
electron has a direction of spin (up or down),
each word has an emotional polarity (positive
or negative). We therefore regard words as a
set of electrons and apply the mean field ap-
proximation to compute the average polarity of
each word.

We empirically show that the proposed
method works well even with a small number
of seed words; emotional polarities are given to
500 words with about 75% precision by two seed
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words “good” and “bad”, and with about 85%
precision by four seed words “superior”, “infe-
rior” and the two words above ☆.

2. Related Work

Kobayashi et al.4) proposed a method for
extracting emotional polarities of words with
bootstrapping. The polarity of a word is deter-
mined on the basis of its gloss, if any of their 52
hand-crafted rules is applicable to the sentence.
Rules are applied iteratively in the bootstrap-
ping framework. Although Kobayashi et al.’s
work provided an accurate investigation on this
task and inspired our work, it has a drawback:
a low recall. In their paper, they reported that
the polarities of only 113 words are extracted
with precision 84.1% (the low recall would be
partly because their set of seed words was too
large (1187 words)). This drawback will be re-
moved in our method.

Kamps et al.3) constructed a network by con-
necting each pair of synonymous words pro-
vided by WordNet1), and then used the short-
est paths to two seed words “good” and “bad”
to obtain the semantic orientation of a word.
They reported an accuracy around 67% to 77%
for adjectives, depending on experimental set-
tings. Limitations of their method are that a
synonymy dictionary is required and that how
to use a larger set of seed words is unclear.
Their evaluation is restricted to adjectives.

Subjective words often have the positive po-
larity or the negative polarity (not neutral).

☆ In the later experiments, we use Japanese data.
However, we write the corresponding English words
in text of the paper for readers’ convenience.
“good”, “bad”, “superior” and “inferior” are re-
spectively “yoi”, “warui”, “sugureru” and “otoru”
in Japanese.
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Wiebe11) used a learning method to collect sub-
jective adjectives from corpora. Riloff et al.10)

focused on the collection of subjective nouns.

3. Spin Model and Mean Field Ap-
proximation

We give a brief introduction to the spin model
and the mean field approximation5), which is a
well-studied subject both in statistical mechan-
ics and machine learning communities.

A spin system is an array of N electrons, each
of which has a spin with one of two values “+1
(up)” or “−1 (down)”. Two electrons next to
each other energetically tend to have the same
spin. We call this model the spin model☆. As a
result, the energy function of a spin system can
be represented as

E(x,W ) = −1
2

∑
m,n

wmnxmxn, (1)

where xm and xn (∈ x) are spins of electrons m
and n, matrix W = {wmn} represents weights
between two electrons.

In a spin system, the variable vector x follows
the Boltzmann distribution:

P (x|W ) =
exp(−βE(x,W ))

Z(W )
, (2)

where Z(W ) =
∑

x exp(−βE(x,W )) is the
normalization factor, which is called partition
function and β is a constant called “inverse-
temperature”.As this distribution function sug-
gests, a configuration with a higher energy
value has a smaller probability.

Although we have a distribution function,
computing various probability values is compu-
tationally difficult. The bottleneck is the eval-
uation of Z(W ), since there are 2N configura-
tions of spins in this system.

We therefore approximate P (x|W ) with a
simple function Q(x; θ). θ, a set of parame-
ters for Q, is determined such that Q(x; θ) be-
comes as similar to P (x|W ) as possible. As a
measure for the distance between P and Q, the
variational free energy F is often used, which
is defined as the difference between the mean
energy with respect to Q and the entropy of Q:

☆ This model is also called Ising model.

F (θ) = β
∑
x

Q(x; θ)E(x;W )

−
(
−

∑
x

Q(x; θ) log Q(x; θ)
)

. (3)

The parameters θ that minimizes the vari-
ational free energy will be chosen. It has
been shown that minimizing F is equivalent to
minimizing the Kullback-Leibler divergence be-
tween P and Q (see (A.1) for proof).

We next assume that the function Q(x; θ) has
the factorial form:

Q(x; θ) =
∏

i

Q(xi; θi). (4)

Simple substitution and transformation leads
us to the actual representation of the varia-
tional free energy (see (A.2) for details).

F (θ) = −β
1
2

∑
m,n

wmnx̄mx̄n

−
∑

i

(
−1 + x̄i

2
log

1 + x̄i

2

−1− x̄i

2
log

1− x̄i

2

)
.(5)

From the stationary condition, we obtain the
mean field equation:

x̄i = tanh(β
∑

j

wij x̄j). (6)

This equation is solved by the following itera-
tive update rule:

x̄new
i = tanh(β

∑

j

wij x̄
old
j ). (7)

4. Extraction of Emotional Polarity of
Words with Spin Model

We use the spin model to extract emotional
polarities of words.

Each spin has a direction taking one of two
values: up or down. Two neighboring spins
tend to have the same direction from a ener-
getic reason. Regarding each word as an elec-
tron and its emotional polarity as the spin of
the electron, we construct a lexical network by
connecting two words if one word appear in the
gloss of the other word. Intuition behind this is
that if a word has an emotional polarity, then
the words in its gloss tend to have the same
emotional polarity.

In the following, we explain how to construct
a lexical network, compute an approximate
probability function and extract emotional po-
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larities.
4.1 Construction of Network
We construct a lexical network by connecting

two words if one word appear in the gloss of
the other word. We first define GL+(t) as the
set of words in the gloss of word t excluding
the words syntactically depended by a negation
word in the gloss. We also define GL−(t) as
the antonyms of t and the words syntactically
depended by a negation word in the gloss. The
adjacency matrix W = (wij) is defined as fol-
lows☆:

wij =





1 (ti ∈ GL+(tj) or
tj ∈ GL+(ti))

−1 (ti ∈ GL−(tj) or
tj ∈ GL−(ti))

0 otherwise

(8)

For example, for two words t1 (“exquisite”)
and t2 (“beautiful”) with the following
glosses8):
exquisite : extremely beautiful or delicate,
beautiful : delighting the aesthetic senses,

w12 is set to 1, because the gloss of “exquisite”
contains “beautiful”.

4.2 Extraction of Polarity
Average spins (i.e. average emotional polar-

ities) of words are computed as explained in
the previous section. Initially, averages of seed
words are set according to their polarities and
the other averages are set to 0. The words
with high average values are classified as posi-
tive words. The words with low average values
are classified as negative words.

We make two modifications to the original
spin model, in order for the model to be bet-
ter fitted to the task of polarity extraction. One
modification is that instead of using update rule
(7), we use

x̄new
i = tanh(β

1∑
k |wik|

∑

j

wij x̄
old
j ). (9)

We require this normalization factor, because,
with the original update rule, words with longer
glosses tend to have extreme averages (very pos-
itive or very negative). We should be aware that
this modification of normalization is not theo-
retically justifiable in the sense of minimization

☆ The condition for wij being 1 and the condition for
wij being -1 can hold simultaneously. In such cases,
wij is set to 0. We do not explicitly describe those
cases for the simplicity.

of the variational free energy, since the adja-
cency matrix must be symmetric in the valid
spin model.

The other modification is the update rule for
seed words. The averages of seed words are
reset according to their given polarities at each
iteration.

5. Experiments

We evaluate the proposed method using
Iwanami Japanese dictionary7). For the
morphological analysis of glosses, we used
ChaSen6). We used only content words: nouns,
verbs, adjectives, adverbs and auxiliaries. The
auxiliaries “nai” and “nu” are regarded as nega-
tion words. The words preceding one of these
negation words are regarded as “syntactically
depended by a negation word”. Although de-
pendency analysis would enable a more accu-
rate preprocessing, we use only a simple part-
of-speech tagging in order to show that the
proposed method works even without a high-
performance dependency analyzer.

After deleting isolated words (i.e. words hav-
ing no connections to other words), we obtain
a network consisting of 58185 words. We man-
ually labeled 9790 words with emotional polar-
ities (2491 positive words, 3141 negative words
and 4158 neutral words). Sampling of these
9790 words is in some sense biased, because we
mainly labeled words with high absolute values
of averages. As a result, the number of neu-
tral words is presumably smaller than that of
complete random sampling.

The inverse-temperature β is fixed to 0.75
(other values of β ranging from 0.1 to 1.0 caused
no significant change in results).

5.1 Results of binary classification
Since we have not included the neutral polar-

ity into the model and only 9790 labeled words
are available, we first evaluate the method only
for positive labeled words and negative labeled
words. The seed words are “good” and “bad”.
The result is shown in Table 1, which includes
the accuracy for each part-of-speech (POS).
We can thus automatically determine the po-
larities of words (especially nouns) with high
accuracy, if we know that the words are po-
larized. However, nouns actually include many
physical-object words, which are neutral. We
cannot conclude that the classification of nouns
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Table 1 Binary classification accuracy and POS

POS Accuracy
nouns 0.812

adjectives 0.745
verbs 0.762
others 0.777

all 0.798
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Fig. 1 Precision for the words with high confidence, 2
seed words and 4 seed words.

is easy.
5.2 Precision for the words with high

confidence
We next evaluate the proposed method in

terms of precision for the words that are classi-
fied with high confidence. We regard the abso-
lute value of each average as a confidence mea-
sure and evaluate the top 1000 words with the
highest absolute values of averages. Unlike the
previous subsection, all the 1000 words are in-
cluded in the evaluation set. If the correct label
of a word is neutral and the word is ranked in
the top 1000 list, the decision for this word is
incorrect.

The result of this experiment is shown in Fig-
ure 1. The 2 seed words are “good” and “bad”.
The 4 seed words are the above 2 words and
“superior” and “inferior”.

Figure 2 shows the result for each POS. Un-
like Table 1, we obtained high precision values
for adjectives. We should be aware that in
Figure 2, the numbers of adjectives and verbs
in the top 1000 list are much smaller than that
of nouns.
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Fig. 2 Precision for each POS, 2 seed words.

6. Future Work

Future work includes the following.
• The weights of edges in the current model

are fixed to -1, 0 or 1. Incorporation of more
flexible weight-adjusting scheme through
training will bring a better performance.

• Importance of each word consisting a gloss
to some extent depends on its syntactic role.
Therefore, syntactic information in glosses
should be useful for classification. Even
simple word order information in glosses
can influence classification results.

• Although we used only glosses in dictionary,
corpus data can also be used in our method.
Two words that appear in some special con-
text will have the same emotional polar-
ity2). Such words can be connected in the
lexical network, as the gloss connects two
words in the current method. We can also
use synonyms in a thesaurus.

• One deficiency in the current model is that
the spin can take only two values, though
the actual emotional polarity can take three
values: positive, negative or neutral. A
promising model that can overcome this de-
ficiency is the Potts model9), in which spins
are allowed to take more than two values.

• In order to decrease the amount of manual
tagging for seed words, an active learning
scheme for this model is desired, in which a
small number of good seed words are auto-
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matically selected.
• We also have to prepare a larger evaluation

dataset with high consistency.
• The main part of the proposed method is

language-independent. We would like to try
other languages as well.

7. Conclusion

We proposed a method for extracting emo-
tional polarities of words. In the proposed
method, we regarded emotional polarities as
spins of electrons, and used the mean field ap-
proximation to compute the approximate prob-
ability function of the system instead of the in-
tractable actual probability function. We suc-
ceeded in extracting emotional polarities with
high precision, even when only a small number
of seed words are available.
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Appendix

A.1 Variational Free Energy and Kullback-Leibler Divergence

F (θ) = −
∑
x

Q(x; θ) log exp(−βE(x;W ))− (−
∑
x

Q(x; θ) log Q(x; θ)) (10)

= −
∑
x

Q(x; θ) log
(

exp(−βE(x;W ))
Z(W )

Z(W )
)
− (−

∑
x

Q(x; θ) log Q(x; θ)) (11)

= −
∑
x

Q(x; θ) log P (x|W )− log Z(W )− (−
∑
x

Q(x; θ) log Q(x; θ)) (12)

= KL(Q||P )− log Z(W ). (13)
A.2 Derivation of Variational Free Energy
Since xi ∈ {+1,−1} holds true and Q is a probability function, we obtain

x̄i = Q(xi = +1) · 1 + Q(xi = −1) · −1, 1 = Q(xi = +1) + Q(xi = −1). (14)
Thus, Q(xi; θi) can be simply written with its mean x̄i:

Q(xi = +1) =
1 + x̄i

2
, Q(xi = −1) =

1− x̄i

2
. (15)

Since we assume factorial form,
∑
x

Q(x; θ)E(x;W ) =
∑
x

Q(x; θ)
(
−1

2

∑
m,n

wmnxmxn

)
(16)

= −1
2

∑
m,n

wmnx̄mx̄n, (17)

−
∑
x

Q(x; θ) log Q(x; θ) =
∑

i

(
−

∑
xi

Q(xi; θi) log Q(xi; θi)
)

(18)

=
∑

i

(
−1 + x̄i

2
log

1 + x̄i

2
− 1− x̄i

2
log

1− x̄i

2

)
. (19)

Therefore

F (θ) = −β
1
2

∑
m,n

wmnx̄mx̄n −
∑

i

(
−1 + x̄i

2
log

1 + x̄i

2
− 1− x̄i

2
log

1− x̄i

2

)
. (20)

A.3 Derivation of Mean Field Equation
We differentiate the variational free energy with respect to x̄i:

∂F (θ)
∂x̄i

= −β
∑

j

wij x̄j −
(
−1

2
log

1 + x̄i

2
+

1
2

log
1− x̄i

2

)
(21)

By setting the above to 0, we obtain

x̄i =
1− exp(−2β

∑
j wij x̄j)

1 + exp(−2β
∑

j wij x̄j)
(22)

=
exp(β

∑
j wij x̄j)− exp(−β

∑
j wij x̄j)

exp(β
∑

j wij x̄j) + exp(−β
∑

j wij x̄j)
(23)

= tanh(β
∑

j

wij x̄j). (24)


